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In recent years many advances have been made in the development of molecular scale devices.
Experimental data shows that these devices have potential for use in both memory and logic.
This paper describes the challenges faced in building crossbar array based molecular memory, and
develops a methodology to optimize molecular scale architectures based on experimental device
data taken at room temperature. In particular, we discuss reading and writing such memory
using CMOS and compiling a solution for easily reading device conductivity states (typically
characterized by very small currents). Additionally, a metric is derived to determine the voltages
for writing to the crossbar array. Simulation results, incorporating experimental device data, are
presented using Cadence Spectre.

Categories and Subject Descriptors: B.Trtdgrated Circuits]: Types and Design StylesAdvanced technolo-
gies, Memory technologies, VLS

General Terms: Design, Experimentation

1. INTRODUCTION

The infant field of molecular nanoelectronics is often defias including any technol-
ogy whose device feature sizes are on the scale of singlecmeke[Goldhaber-Gordon
et al. 1997]. One intriguing technology family within thigliil consists of devices based
on self-assembled monolayers (SAM) of molecules sandwlitiedween two conducting
terminals. Experiments have shown how such devices couli@dtmécated with useful
properties such as rectification, hysteresis and negaffeeahtial resistance [Reed 1999;
Collier et al. 2000; Majumdar et al. 2005; Donhauser et a120 Researchers are also
making great strides towards integrating these devicesriavel electronic circuits [Luo
etal. 2002]. As molecular electronics matures to the pdifataricating molecular memory
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and logic, circuit level considerations must be assessedder to expedite development.
Similarly, approaching design from the circuits level ofahction allows a connection
between what is theoretically possible from an architedtpoint of view and what can

actually be achieved in terms of fabrication.

A common structure in which SAM-based devices have beendere and fabricated
to date is known as the crossbar array, which consists of étgaf parallel wires cross-
ing perpendicularly [Ziegler and Stan 2002]. Between eairk wrossing exists a SAM
of molecules such that the overall circuit is an array of terminal molecular devices.
The device explored here is a SAM-based molecular devidestiavs electrical switch-
ing with memory (hysteresis). The molecule this device iselolaon is referred to here
as the “nitro” molecule and it exhibits this hysteretic sshihg behavior. If the devices
are programmable, as are the ones considered in this phparhe resulting circuit can
be used to implement either memory or programmable logiccaksbe seen in Fig. 1,
a crossbar array is a regular structure which eases faibrigat primary motivation for
using such circuits. Another motivating factor for devetgpsuch memories is the fact
that most results show these devices to be non-voltailejqgahe technology in a cate-
gory with Flash RAM and magnetic memory. Some in the fieldluding H-P Labs and
Caltech, have already accomplished the fabrication of oubd& crossbar arrays for use
as memory and are continuing toward the development of ladgaser arrays [Luo et al.
2002; Chen et al. 2000]. As such circuits scale to accomnegytaater memory and logic
requirements, circuit level issues, which may limit scglimust be addressed.

The focus of this work is to really delve into the circuit désaf developing memory
based on actual fabricated devices. Some recent work peetbby Dehon et al. begins
to examine the circuit level challenges facing moleculammogy [DeHon et al. 2005].
Here they perform theoretical calculations for power, gedad area assuming ideal diode
like devices for their memory. This work goes one step furtime performing circuit
simulations using actual devices modeled for use in Cad8peetre. Additionally, this
work implements all of the memory control circuitry, i.e.wa@nd column decoders, in
the CMOS layer, where previous works stress implementiisgeihcuitry in the nano layer
[DeHon et al. 2005]. In [Strukov and Likharev 2005], the arthdiscuss a way to combine
CMOS level control circuitry with crossbar array based mgmshowing the feasibility
of combining these two different circuit elements on onessualte.

In this paper, we discuss reading and writing the crosshay drased memory from
CMOS, compiling a solution for reading very small currefiotigh these molecular de-
vices, and a metric to calculate voltages for writing to ttassbar array. We discuss mem-
ory size limitations based on device rectification and drdafrent ratios. Proposed is a
design approach for minimizing the effects of these lintag that touches on both circuit
and device level improvements. Additionally we discussickevariations, in particular
the variations in device toggle voltage and device condifgtiand how they impact the
overall circuit performance. We estimate the maximum adible conductivity and toggle
voltage variations in order to maintain memory functiotyalUsing Cadence Spectre, we
present room temperature simulation results for readidgnaiting the crossbar array. All
models for our “nitro” molecule are compiled using the umgst device model (UDM)
[Rose et al. 2004] developed at the University of Virginia.
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Fig. 1. The crossbar paradigm consists of perpendicularcdgtarallel wires with bistable junctions at each wire
crossing.
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2. MOLECULAR ELECTRONIC DEVICES AND CIRCUITS
2.1 Experimental Results: Electrical Behavior of a Molecular Device

In the area of molecular electronics, researchers are engldifferent combinations of
organic molecules with varying electrical behaviors andaoalar structures. We have de-
signed and fabricated such a device structure and useceittan oligo(phenylene ethyny-
lene) molecule with a nitro sidegroup (Fig. 2a), a molechbt has shown potential for
use in logic as well as memory. An illustration of this testisture is shown in Fig. 2b
and is called the nanowell device [Majumdar et al. 2006; @kezgal. 2005]. This device
consists of a “well” with a diameter of 10-50 nm, a depth of 400 silicon dioxide sides,
and a gold bottom.

The starting substrate for the nanowell is a silicon wafefeced with silicon dioxide,
patterned with gold and a top layer of silicon dioxide 100MwcK. A focused ion beam
(FIB) is used to mill the well through the top silicon dioxitteexpose the bottom Au. This
structure is then placed into a solution of the self-assamlvholecules, each containing
a sulfur endgroup giving it a chemical affinity for gold. Tleawolecules assemble in an
upright position on the gold surface, forming only a singlenolayer of molecules. Once
assembled, a top contact is made by evaporating titaniuntheamdgold on the molecules
in the device. This results in the completed nanowell dediggtrated in Fig. 2b. The top
and bottom contacts were probed to obtain the current véag®l(l-V) characteristics of
the devices.

Different groups have observed varying electrical charéstics from this molecule in-
cluding an asymmetric hysteretic behavior [Reed et al. 2004t al. 2003; Kratochvilova
etal. 2002; Fan et al. 2002; Donhauser et al. 2001; Lewis 2084]. This behavior can be
seen in the experimental room temperature I-V results afFigone can observe in Scan 1
that at -2.3 V, the current switches from a high conductisthte to a low conductivity state
and then continues on a lower conductivity path. We labe2e8V in Fig. 3 as—Vioggie
to signify that this is the switching point, or toggle voleagn Scan 2, the voltage is again
applied from 0 to -3 V and the current remains in the low cottiditg state as expected.
In Scan 3, we apply a voltage bias from 0 V to +3 V, and one carmksa change in the
slope of the |-V curve around +2.5 V on the forward bias. Thidden increase in current
marks the transition from the low conductivity state to thghltconductivity state; we call
this the forward bias toggle voltage-;og441c). Scan 4 shows that as the forward bias is
applied from 0 V to +3 V again, the device remains in the highdwectivity state [Gergel
et al. 2005].
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Fig. 2. (a) The nitro-OPE molecule, which had its acetateetyaiemoved with acid during the assembly process
of the free thiol. (b) A cross-section of the nanowell device
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Fig. 3. Room temperature |-V characteristics of nitro molecmonolayer showing switching with memory
behavior [Gergel et al. 2005].

2.2 Modeling the Molecular Device for Circuit Simulation

It is clear from inspection of Fig. 3 that this device exhilbét number of non-classical
characterisitics. One obvious non-classical elementdtisteresis between the high and
low conductivity states, however the device in general iy ven-linear and is not eas-
ily represented by standard SPICE models. Thus, we haveeshosuse the universal
device model (UDM) [Rose et al. 2004] from the University afgihia to model the char-
acteristics of our “nitro” device. In general, the UDM mosi¢he |-V characteristics of
such devices from a set of four possible equations reprasenbf behavior common to
nanoscale devices: linear (resistor-like) behavior,rfienic emission (diode equation),
resonant tunneling (Gaussian equation) and coulomb biteckstep function). The UDM
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is capable of accepting experimental data for devices sat¢ha shown in Fig. 3, and
using it to create a Verilog-A model file, consisting of thémer types of equations. This
model is then utilized by Cadence Spectre during circuiusitions.

2.3 The Crossbar Array Including Applications

As stated previously, the crossbar array is a plane of ghradinowires crossing another
plane of parallel nanowires perpendicularly, with a SAM ddletules sandwiched in be-
tween each wire crossing. In general, crossbhar-basedectinies have several nice fea-
tures such as programmability, low-cost fabrication amghliievice densities. Specifically,
the regularity of the crossbar structure necessitates @méymask for fabrication. This
mask can be used for both sets of nanowires, which greatlyce=tfabrication costs.

In this paper, we will study the crossbar array used as mi@ememory. As technology
advances, memory device density inherently gets larger.cfbssbar array gives the ulti-
mate advantage in density, storing one bit at every wiretjandén the crossbar. In order
to utilize these crossbar arrays as memory structures, e toecreate an efficient way to
read and write the memory cells. In dilmmx 50nm “nitro” device, the measured currents
are typically in the single/A range, giving our devices inherent resistances arddng.
As devices are scaled smaller, these output currents atsorigesmaller, making it hard to
determine what exactly is stored in the molecular devicedadt, it is not uncommon to
see device currents on the order of 100pA [Reed 1999; Cetlliat. 2000].

In the following sections we discuss methods to optimizertesling and writing pro-
cess, aiming to assuage limitations posed by inherent earnd circuit level character-
istics. Since the crossbar array, by itself, is not capabsgmal restoration or inversion,
some type of CMOS architecture is necessary to perform ttbard write functions. Dis-
cussed are ways to read and write from CMOS, including mettmdugment the crossbar
array with CMOS circuitry.

3. CHALLENGES IN DEVELOPING MOLECULAR MEMORY

Using molecular switches for memory seems natural sincg #ne essentially tunable
devices that can be set into one of two possible conducst@ttes, one representing logic
‘1" and the other logic ‘0’. A device can be written by applgia large magnitude voltage
across it where exceeding the positive toggle voltage witté the device into the logic ‘1’
state and a very negative voltage will write a logic ‘0’. Rigplcan be achieved simply by
applying a voltage between the toggle points and measurgutput currentl(,;). It is
for this reason that an important metric of analysis for sachemory circuit is the ratio
of the output currents for logic ‘1’ and logic ‘0’, referred here as the ‘1'/'0’ current ratio
(Fl/O = Ioutl/IoutO)-

3.1 Effects of Large Reverse Bias Currents

To effectively read data from nanoscale memory, the outpf0’ current ratio (¥ )
must be as large as possible and must always be greater tkanVidhen this ratio is
too small difficulty arises in trying to distinguish a logit’‘from a logic ‘0’. Since itis
desirable that", ,, be as large as possible, an important endeavor is the ekiplocd any
device and circuit level factors affecting this ratio.

One device level characteristic directly affectifig, is the ratio between the forward
and reverse bias current8;,.) or rectification ratio. The closdry , is to one, the closer
the device behavior is to that of a resistor. Likewise, dewiehavior is like that of a diode
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Fig. 4. Maximum array size limited by On/Off ratio of moleaulswitches.

for F'y/.>>1. Thus, it is this ratio that determines the amount of curtieat flows through
parts of the array that are not selected for reading. Thiseamderstood by considering
that as the device is more diode-like'{;,>>1), the undesirable nets in Fig. 5 that are
parallel to the device being read are essentially cut-odftduthe reverse biased diodes.

Looking at it another way, one could model the devices thatraverse biased with a
higher resistance than those that are forward biased. Byelimgdthe devices simply as
resistors, a resistor network is obtained consisting ofithéce being readK,.;) in parallel
with an equivalent resistance for the unselected deviBgs.(;). If the ratio Fy ,. is close
to one, the resistancR,,,s.; is closer to and perhaps smaller th&p,; of the selected
bit. From this perspective, it can be seen that for a largedsi#gray many devices in the
unselected circuit path are in parallel such tRat,.; becomes small. In fact, there is a
minimum array size at whicli, s~ R..s.; leading to a ‘1'/'0’ ratio F jp~1. For larger
arrays whereR,.; < Ru.se; the current representing logic ‘0’ can be greater than that
representing logic ‘1'.

The point at which the output currents representing logi@tid logic ‘0’ become in-
distinguishible can be seen in Fig. 4. In this figure, the atitptio F /, is plotted against
the array size. These results are for the device describeddtion 2.1 where the ratio
between on and off device currents is abbuut The first point to be noticed from this plot
is thatF, o is smaller for larger sized arrays showing a limit on arragsWorth noting is
that these results assume that all unselected rows and eslare left floating while a bias
is applied only to the row and column of the selected devit¢hd unselected rows and
columns are grounded this plot would show a larger maximuayesize. It is also worth
mentioning that for largeF .., the ratioF, ,, is improved for large arrays. Thus, one way
to improve the maximum allowed size of a crossbar memoryasrep increase the device
propertyF ..

3.2 Reading Nanoscale Memory from CMOS

Another important consideration for the design of integdatircuits based on molecular
crossbar arrays is that the currents through many moledelaces fabricated to date are
much smaller than what is common for conventional bulk Sicks: More specifically,

many molecular electronic devices have been fabricatediwdsthibit measured currents
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on the order of nanoamps or even hundreds of picoamps [Ré Collier et al. 2000].

In an IC composed of both molecular devices and CMOS cirguitre currents out of
the nanoscale circuits may be too small to be accuratelyesemsing CMOS amplifiers.
For the device described in section 2.1, operating currargsactually on the order of
microamps, a feature that may make such devices advantsmocircuit development.
However, considering that these devices have been fabdi¢gatnanowells with dimen-
sions of aboub0nm x 50nm, it is worth noting that currents through scaled versiohs
these molecular devices will be much smaller. It is thus irtgott to consider circuit level
design techniques for both nanoscale and CMOS circuittytbald allow more tractable
methods of reading and writing the memory array. In sectiaBg x 32 molecular mem-

ory array is analyzed for various device current magnitustesving how scaling such
devices affect the performance of the memory.

4. DESIGN SOLUTIONS
4.1 Device Level Considerations

As mentioned in section 3.1, array size is limited by theorbgtween the forward and re-
verse bias currentg /) through the device. Since a larggf,,. leads to larger maximum
array sizes it is worthwhile to explore methods for incregghis ratio at the device level.

Kushmerick et al. [Kushmerick et al. 2004] and Reed et al. ofZket al. 1997] have
provided evidence suggesting that it is possible to tuneghgfication or current-voltage
asymmetry either by changing the end group of the molecwdaicd or by changing the
actual metal contact [Kushmerick et al. 2004]. In other vgoittie asymmetry observed
in the molecular current-voltage characteristics may hesed by the differences in the
metal-molecule coupling at the two contacts. Experimertsvperformed with a number
of different molecular end groups, including the sulfur gndup used here, each yielding
different asymmetric results [Kushmerick et al. 2004]. msyetry has additionally been
observed for a symmetric molecule when using Au and Pd asctainstead of using Au
for both contacts [Kushmerick et al. 2004]. This shows thatdsymmetry in the contacts
can cause asymmetric |-V characteristics regardless a¢ypeeof molecule. Theoretically,
this Au-Pd contact combination should increase the dectfication ratio for an asym-
metric molecular device, such as the nitro device, howeweraxperimentation is needed
to verify this.

4.2 Design Options for a CMOS Interface

In order to deal with the potential difficulty in reading a waoale memory using CMOS
(as described in section 3.2), the proposal described hehadies the addition of at least
one row of molecular devices that act as load devices to fleetsed memory bits. More
specifically, devices in this extra row are connected to acguoltage on one end and
share a column with the selected memory devices on the otichrthat they are series
connected. The signal to be read by CMOS is then a voltageeatdke between the
device being read and a device in the load row. The voltagesaguch devices tends to
be on an order of magnitude discernible using CMOS circuéking this approach useful
to the implementation of hybrid CMOS/nano systems.

An illustration of a nanomemory with a load row is shown in t&# of Figure 5. From
here it can be seen that to read devige, a high voltage should be applied Eky .
The voltage then read at nodé1 is the voltage across the load deviEe which is in
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Mem. Size | worst‘0’ | worst‘l’ | worst‘0’ | worst ‘1’
2x2 442.4mV | 1.188V | 59.22mV | 1.063V
4x4 915.2mV | 1.006V | 59.22mV | 827mV
8x8 1.109Vv | 787.4mV | 59.22mV | 596.3mV
16 x 16 1.119V | 572.5mV | 59.22mV | 394.4mV
32 x 32 1.243V | 390.9mV | 59.22mV | 239.2mV
64 x 64 1.265V | 256.9mV | 59.21mV | 134.9mV

Table |. Size limitations for memory where the unselectedsrare left floating and the case where they are
grounded. Grounding just the unselected rows allows for amgrsizes up to at leastt x 64.

series withD, betweenVgy andVr p (grounded for a read). Since these voltages are on
an order of magnitude easily sensed by CMOS, this partite@mique allows for easier
access to a nanoscale memory.

Ideally, the output voltage only depends on the device bedagl (e.g.,D;1) and its
corresponding load device (e.d.;). This ideal case exists if parameter variations are
negligible and all devices along the addressed row are anogied in the same state. If
this is the case the voltages at each column are identicah@awdrrent flows through the
undesirable circuit paths (middle right of Fig. 5). Of cayrparameter variations are to be
expected and it is unlikely that all bits along a row will bemdical. This being the case,
current will flow through unselected row devices in such a Wt the output signals are
degraded. In fact, the size of the array is still limited bg tiatio between forward and
reverse bias current just like it is when measuring a curaétte output as described in
section 3.1.

One way to reduce the size limitations of this nanoscale migrisao ground the un-
selected rows and columns. Given the structure of the mernway when using a load
row, a reasonable design mightinclude grounding the uassleows while the unselected
columns remain floating. In the example shown in Fig. 5, tive consisting of devices
D3y and Dos is grounded such that current no longer flows from the pathatoing 702
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Bitin

Fig. 6. A 2-input CMOS multiplexor.

into column/O1. In fact, this is the common method used for the row decodeeo
SRAM where each row in memory is driven by a driver pulling the to eitherVpp
(selected) oG N D (unselected) [Rabaey et al. 2003]. Table | compares theligiita-
tions for memory where the unselected rows are left floatiith the case where they are
grounded. Just as is observed when measuring current patpay size is significantly
limited when the rows are floating. However, these resultsvsthat grounding just the
unselected rows allows for memory sizes up to at |64st 64.

Table | also introduces the notion of worst case ones anageiide worst cases can be
related to that of standard SRAM memory arrays. In SRAM, iregad ‘1’ from a bit line,
while the rest of the cells on the bit line hold a ‘0, is coresied the worst case ‘1'. This
results because the cells storing ‘0’ along the bit line aeking away current during the
read access. In a similar manner, the crossbar array exhilvrst case when trying to
read a ‘1’ while the rest of the column devices also store ‘Tke reason for this is that
these devices in the high conductivity state leak away langeunts of current, making the
‘1’ value seem more like a ‘0’ as the array grows large. Likayireading a ‘0’ when the
rest of the column stores ‘0’s yields the worst case ‘0’ value

4.3 Methods for Reading and Writing

Designing an overall memory array using the load row tealmigquires careful consider-
ation of how to read and write the memory. In addition to the amd column decoders, the
CMOS layer must also include control circuitry for drivingth selected and unselected
(grounded) rows during a read, applying a large positiveaagd negative voltage during
a write and selecting between read and write operationsselfuactions are most easily
implemented using pass-gate or pass-transistor multpdekut care must be taken to en-
sure that the CMOS circuitry doesn’t become so dense as mtedige area advantages
obtained by using nanoelectronics.

Figure 8 and 9 show how CMOS multiplexors could be used to agadvrite a molecu-
lar device series connected to a load. The two control ssgan@R /W’ for selecting read
or write andBitIn for driving either a positive (write ‘1’) or negative (writ@’) voltage
during a write operation. As illustrated, the load row is seated to eithe¥,, or —V,,
during a write to ensure the load devices remain in a fixed anogdvk state. For an array
based circuit, the specific valuesigf and—V,, must be carefully selected such that only
the selected device is written to and no others are corruptbd voltagel,, must be at
least half the threshold for switching a single device toue@s successful write. This
leads to the following criteria foV,:
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Fig. 7. The CMOS level shifter used at the periphery of thetr@breircuitry to shiftVp p andVsg from 2.5V
and 0V to 1.25V and -1.25V, respectively.

1
5 . ‘/toggle < Vw < ‘/toggle (1)

As a safety net for the circuit, and to ensure the stabilitthefCMOS control circuitry,
extra restrictions should be placed on the write voltagecamithe control signal levels. The
multiplexors presented in this memory are standard 2-jrpags transistor based muxes,
as shown in Fig 6. It is apparent thalif, is used for theBitIn signal (select signal), and
a negative write voltage«(V,,) is applied to inpui3, the voltagée/,,; of the NMOS FET in
pass transistor 2 will excedd;q (Vys = Vaa + Vi), and therefore exceed the breakdown
voltage by the amounit,,. Over time this will damage the pass transistor and the devic
will likely fail.

The following equations present three design criteriapinatent transistor damage and
ensure reliable functionality.

Bitin = - Via

<Nl

‘/toggle < Vdd

1
Vw = 5 : V;Soggle

To keepV,; from exceedind/;s while passing a negative voltage, both the input write
voltage and the select voltagé () should not exceeg-Vdd. This ensures thaf, < %-Vdd
andV, < 1 - Vg4, and thereford/;, < V4. This criterion directly elicits the constraint
on the select voltageitIn) shown above. To ensure the write voltage does not exceed
% - Vaa, 1t is imperative that the toggle voltage is less tHan. If the toggle voltage is
known to be lower thai,4, then applying the constraint above assirgs< % - Vaa, and
will thus ensure that,, < V4 for the pass transistor.

This relationship betweev,, ;. andVy, also means that, for the nitro devidg,; must
be greater than 2W{,44:. for the nitro device considered). Requiring such a largéaga
for V4 affects the choice in CMOS technology used in that the tsbmis must tolerate
these large voltages. For this reason, the simulationteeshbwn here were done using
models for the TSMC 250nm process. It is important to not¢ itmarder for smaller
CMOS technologies to be used, either the FETs should bertessifpr a highei/;, or
molecular devices with a low8h;,,,;. should be used.
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Fig. 8. lllustration of the control circuitry for writing thload devices to the high conductivity state and then
reading a selected device (bit) in memory.

4.4 Detailed Memory Operation

During a read, the first step is to force the load device to igh bonductivity state by
driving V,, on the load row and-V,, on the selected column. Immediately following this,
V., is applied to the selected row in order to read the bit. Thidd;cand usually does
lead to a situation where the selected column is holdifg, just as the row rises te-V,,
leading ta2V,,, accross the device which rewrites it. Thus, itis necessgoyll the selected
column to ground after writing the load device and beforeliegthe bit. In the case of
the design proposed in this work, this is accomplished biygiaisecond clock{LK2) in
addition toC LK.

As can be seen in Figure 8, pass-gate logic is used for salette appropriate signal to
drive onto a selected row or column as well as to connect tieetsel column to the output
during a read. Bidirectional pass-gates are used to botk dignals across the memory
lines during a write and to sense the output during a read.righ¢ hand side of Figure
8 shows the timing diagram for this circuitry and how sigraalslve on the various nodes
in the circuitry used to drive the columns. The diagram shthas immediately after the
first step in reading a bit, the column is driven@aV D so that the selected device is not
overwritten. With the device properly safeguarded, thewwi is connected to the memory
outputOUT for the actual read.

The top molecular device in Figure 8 can be considered theanebit while the bottom
device is the load. As can be seen, the row for the memory ditign by an inverter such
that, during a read, the line is pulled high¥g (row is selected) or low t@az N D (row
is unselected). It is important to note that such a driveeguired for each row in the
memory in order to ground all unselected rows. This requéineinmeans that the row
decoder is separated from the memory by a CMOS driver suthhtbaecoder cannot be
implemented within the nanoscale array itself. Howevegsithe unselected columns are
simply left floating, the column decoder can be fabricatadgiaanowire FETSs built into
the crossbar array much like has been accomplished at GdBeckman et al. 2005].

4.5 Complete 4 x 4 Memory and Functional Verification

Fig. 9 shows the complete schematic for the molecular meraadyitecture proposed in
this work. The CMOS column decoder for this memory could btaadard binary or k-
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CLK s1 CLK 2
CLK2 CLK2

Row Decoder

SN
PN
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SN NN

Column Decoder

Bitin

Row Decoder Schematic

Fig. 9. lllustration of proposed molecular memory architee complete with required
CMOS circuitry. On the right is a high level schematic of theletular memory complete
with decoders and control circuitry to be implemented in CB@n the left is a more
detailed schematic of the CMOS row decoder including dsivier holding unselected
rows to ground during a read operation. The control cirgditr this design makes use of
signalsBitIn, R/W’, andC LK to 1) ensure unselected devices are not overwritten, 2)
apply a large enough voltag2y(,,) during a write, and 3) ensure the load devices are in a
known conductivity state before a read.

hot decoder for selecting a single column. This selectednenlcan then either drive the
output or be driven by the appropriate voltage during a wiamilar to the multiplexor

based circuitry for the column decoder I/O, the load row iseir with the appropriate
voltage depending on whether or not the circuit is readingriting.

The left side of Fig. 9 shows a more detailed view of the rowodec. This circuit is
not very different than what might be used for a SRAM or DRAMhthe exception that
the write operation requires theV,, voltages. Which of these voltages are to drive the
row during a write is determined using the multiplexor citsishown. Also in the row
decoder is the use of a clock signél K) to ensure the row is driven with eith&f, p
(selected) otz N D (unselected). Thé'LK signal appears in the NAND functions of the
row decoder implemented using domino logic. The multipteXor the column decoder
and load row also us€' LK to force the load devices to the high conductivity state yver
time C LK goes low during a read. This ensures the conductivity of é@ath device is
known during a read without taking extra time for the openati

Simulation results for thé x 4 molecular memory array based on the nitro device can
be seen in Fig. 10. The simulation first writes to two memoopatmns: a ‘0’ to ‘1111’ on
the top left corner and a ‘1’ to ‘0000’ on the bottom right. Bedocations were chosen to
demonstrate that a write to one bit will not alter the statetbér bits in the memory. After
the R/W’ line goes high for a read operation it can be seen that thecuiata has been
stored to the two memory locations (‘0’to ‘1111’ and ‘1’ to000").
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Fig. 10. Simulation results for writing a zero and a one téedént locations in & x 4 nanomemory.

5. DESIGN CONSIDERING VARIATIONS

The previous sections were devoted to designing a memany ideal hysteretic switches,
assuming no variations in device characteristics. Now wiedigcuss how varying device
characteristics can impact the functionality of the citceikamining the impacts of varia-
tions in Viogg1e and conductance. These simulations are based upon informm¢aned
from our own experiments, as we want to investigate thesati@ms as realistically as
possible.

5.1 An Experimental Perspective on Variations in Molecular Electronics

In order to realize a large-scale functional molecular mesater-device variation must
be improved. Although circuit modifications may be used tmpensate for some vari-
ations, as will be described in the following sections, theddfiis ultimately limited by
inconsistencies in the device current magnitudes and ¢oggtages. These device vari-
ations may be attributed to: irreproducible and impure mulkr monolayers due to the
prevalent use of a solution-phase molecular assembly mgithegularity in the molecular
monolayer resulting from a rough bottom surface, incopsisies in the top contacts due
to the mobility of the metal, and variations in the size of #tttive device area. However,
by improving the molecular device structures and fabricatechniques, device variations
may be reduced.

One way to increase device consistency may be to use an iegroelecular mono-
layer assembly method during the fabrication of the deviBezause the functionality of
molecular devices depends strongly on the molecular mgaola the device, the quality
and consistency of this monolayer is extremely importamidioieving consistent devices.
However, the existing method of monolayer assembly, "smhiphase assembly,” exposes
the monolayers to solvents that can contaminate them. orehson, a method known
as "vapor phase assembly” has been established [Gerg&ktiat al. ]. This solvent-free
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Fig. 11. Conductance variation in a molecular device as eéfy the spread factar.

assembly method utilizes an ultra-high vacuum (UHV) envinent and in-situ molecular
purification to reduce monolayer contamination.

Additional factors affecting the quality of the monolay¢ers from both the top and
bottom layers of gold, which provide contacts to the molacdlevices. Gold is often a
preferred contact choice because it has no native oxidenabetules which include a thiol
linking group (i.e. sulfur) can easily form a strong SAM omsurface. However gold poses
a number of problems since it is polycrystalline and hastexs approximately 10-100 nm
in diameter (on the magnitude of the molecular device). Théans it is likely that a
device will deposit along a grain boundary, which causegjirtarities in the SAM leading
to drastic device variations. Along similar lines, care trhestaken while depositing the
top gold contact to ensure the energetic metal atoms do moaglathe SAM, which could
affect the device characteristics.

Previous work observes toggle voltage variations of apprately +.5 V stemming
from the issues discussed previously [Gergel et al. 200330 A [Gergel et al. 2005],
additional variations are seen in individual device coridnce and on/off current ratio,
varying from 1:1 to 111:1. The rest of this work will study timapact of these device
variations on circuit operation. These previous obseradaes are used to guide and direct
our analyses, aiming to find the maximum allowable variagorls while still maintaining
proper circuit operation, and assuring that these devidépnovide suitable functionality
for the molecular memory.

5.2 Examining the Variation in Device Conduction

In order to choose a value for the read voltad& ), it is imperative to ensure that
the state of a selected memory bit can be reliably determatettie output. For the
CMOS/Molecular memory examined in this work (Fig. 9), allsetected rows and the
load row are connected together and tied to ground suchhtegatfform a parallel network
in series with the selected bit. Sink&p is applied from the selected row to ground via
this network, the rest of the array can be neglected in thadyars. Thus, the output volt-
age of this circuit during a read operation depends on thextal bit and the unselected
devices in the same column.

The simplified view described above is important when deiteing the worst case situ-
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Fig. 12. Worst case output voltage ratid,(.¢,1 /Vout,0) as a function of the percentage of conductance variations
for arrays of sizet x 4, 16 x 16, 32 x 32, and64 x 64. These simulations were done for the worst case corner

for the variation percentage given.

ation in terms of device parameter variations during a rgsdation. For example, when
reading a logic ‘1’ it is clear that the output of the array glibbe as high as possible.
If, however, the conductivity of the devices are allowed &ryvit is possible that the
impedance of the parallel network consisting of the unsetebits is small enough to
lead to a reduced logic ‘1’ output voltage. In fact, the waeste arises when all unselected
devices are set in the logic ‘1’ state but have as a high of dwctivity value as variations
will allow. At the same time the selected bit is also storinipgic ‘1’ but variations, in
this worst case, have it's conductivity at the lowest allblgavalue. This lower equivalent
resistance path to ground, as opposetip, leads to an output voltage that is lower than
would be expected without parameter variations. For a ltgjét can actually be shown
that in most cases the output is lower due to variations, &rd & the worst case only
increases by a negligible amount. It is therefore the warsédogic ‘1’ situation that must
be considered to determine the extreme effect of paramatitions on the output.

In order to vary the conductivity of the devices, we setupradquations for simulation.

Isw = Isw,O +a- Isw,O
Isw,mar = (1 + Oé) : Isw,()

Iswﬂnin = (]- - Oé) ' Isw,O

In these equationd,,, represents the device current andepresents percentage of
current variation. When observing the first of these thragadqgns, asy increases, the
overall device current increases and acts as though theelevimore conductive. As
« decreases, the current decreases and acts as though tbe ideléiss conductive. In
our simulationspy may vary anywhere from 0 to 95%. Our aim in varyiags to find
the maximum allowable device conductivity variation whtre circuit can still function
properly, and to simply observe the impact of these conditictrariations on array size.
As stated in the paragraph above, when considering the vasst'1’, we want the selected
device to have as low a conductivity as variations will allawd we want the unselected
bits to have as high a conductivity as variations will alloWe. instantiate this, we use the
second equation above for the current of the unselectedek®\vand the third equation for
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Fig. 13. Worst case output voltage ratid,(.+,1/Vout,0) Of 232 x 32 array for various read voltages (from 1V
to 1.9V) and possible conductance variations.

the selected device. Fig. 13 shows the results when sweeagdiogn 0 to 95%.

Variations in the conductivity of the devices not only lismthe output voltage, but can
also have a negative impact on the maximum size of the arragh &f these issues are
illustrated in Fig. 12 where the ratios between the worsicldfj output voltage {ouz,1)
and the logic ‘0’ output ;. ,0) are plotted as a function of the percentage of variation
on device conductivity (in the worst case) for arrays of size 4, 16 x 16, 32 x 32, and
64 x 64. This plot shows that for even the larger arrays, if the catigity variation is less
than=0.5 then the output only varies slightly. This gives some intl@aas to what can
be considered acceptable in terms of the conductivity tiaria for real devices.

Since one purpose of this exercise is to determine a valuggfgrthat leads to reliable
circuits, Fig. 13 shows how the effect of conductivity véidas on the output depends on
the read voltage itself. This plot is for3® x 32 memory array and shows that for lower
values ofVzp the output ratio is higher even for a large standard deviaticonductivity
variability. The only reason one would not want to simplyes¢l’z p as small as possible
is that the absolute value of the output voltage must alsoagendvith decreasind’zp
until eventually sensing becomes more difficult. It is foistheason that a suitable read
voltage for the devices considered in this work might be adolL3V.

5.3 Effect of Varying Vioggic

In addition to variations in the conductance of the deviarsof/off current ratios), the
toggle voltages£V;,44:.) Will also vary from device to device. In terms of readingaliat
the array, a somewhat obvious consideration is that theveléage must be smaller than
the smallest possible value fof, 4. to ensure bits are never inadvertently overwritten
during a read operation. This leads to a design criteriorsébecting the read voltage
(VRD): VRD < ‘/toggle,smallesta Where‘/toggle,smallest is the smallest value pOSSible inthe
range of toggle voltages. It is worth noting, however, thég triterion should be easily
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met if Vgp is chosen based on the conductance variation mentionadre&pecifically,
it was shown that the memory is more tolerable to condugtiariations for smaller read
voltages. By choosing a small value figg p, both criteria will easily met.

The variability of the toggle voltages from device to deviizes a greater impact on the
selection of the write voltag¥,,. The criterion for making this choice witho parameter
variations was described in [Rose et al. 2006] to be:

1
5 . ‘/toggle < Vw < ‘/toggle (2)

As can be seen in Fig. 9, during a write operation all unseteotws and the load row
are grounded such that nothing more tlans applied across the unselected devices at any
given time. Sincd/,, < V;o441c according to 2, no devices should switch when unselected.
However, consider the case where some unselected devigevaaied toggle voltage of
the smallest possible valué,ggic,smaitest- Given this possibility, it is wise to modify
the above criterion such thdt, < Vigggie,smaliest- Likewise, when writing a particular
device, it is possible that the toggle voltage is at the tsgpessible valu&,ggie,biggest -

This being the case, the criterion should again be modifietl atl - Viogge piggest <
V.. Putting all of this together, criterion 2 now becomes:

% . ‘/toggle.,biggest < Vw < ‘/toggle,smallest- (3)
With the above criterion fol/,, given in 3, an important consideration is that it may
be possible fol;oggic,smaiiest 10 be smaller thar%Vtoggle,biggest which would prevent a
guaranteed safe choice fbf,. This consideration does lead to a simple derivation for
the maximum allowable variations df, 44 Such that the safety of the write operation is
maximized. Conside¥;qq41c CaN vary by+£5V;,gg1e 0O from Vipggie (1 — 5) t0 Vigggie (1 +

£). The maximum value fof is easily found by setting the limits of 3 equal to one anather

9 V;foggle,biggest = ‘/toggle7smallest

1
5 : V;Soggle(l + ﬂ) = ‘/toggle(l - ﬂ)

(1+5) = 2-(1-7)
1
=3

Thus, from the above derivation it can be seen that the maxigafe range of variation
for Vioggie iS £0.33Vioggie-

5.4 Results of Monte Carlo Analysis

A better idea of the effect the discussed parameter vanstall have on the memory
output has been obtained via Monte Carlo analysis, and thétseare shown in Figure 14.
These simulations were performed in the Cadence Analogr&mwient using the Monte
Carlo tool to vary certain parameters in a pseudorandonidasitross some spread and
then observe the resulting variations on the output voltegethese particular simulations,
the overall conductance was allowed to vary-b30% and the toggle voltage by25%.
The results after 500 iterations can be seen in Figure 14.
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Fig. 14. Monte Carlo analysis results for reading a logic(l6ft) and a logic ‘1’ (right)
from a32 x 32 memory array. The spreads were assumed te-®&% for V;,44. and
+20% for the overall conductance.

6. PERFORMANCE OF A 32 x 32 CMOS/MOLECULAR MEMORY

In order to observe the expected performance of a molecuéamory built using the
nanowell device, 82 x 32 or 1 kbit memory array complete with CMOS control cir-
cuitry has been simulated. Due to the requirement of somielattge voltages to read and
write most molecular devices, the CMOS circuitry is desijnsing devices at the 250nm
technology node. The use of such relatively large transiséads to an overall design that
is larger than desired but it is important to note that thesads dependent on the CMOS
area since the area of the molecular crossbar array is itd#glio comparison. For in-
stance, assume the half pitch of the crossbar array is 50omthkat the wire crossings
(nanowells) ar&0nm x 50nm and the wire length between nanowells is also 50nm. Thus,
for a32 x 32 array of such structures, the area is aldtim x 3.2m or 10.24um?. Like-
wise, for 250nm transistors the areas of an NFET and a PFEfoaghly 0.35m? and
0.7m?, respectively. From these sizes for the transistors, thafimg are determined for
the area of each component.

Arearyy = 1.05um?
Areayor = 3.50um?
Areapepeishipe = 15.5um?
Areapgc = 112um2

From these estimates, the overall area of the CMOS circtgiyired to control this
molecular memory is abod00m? (22um? x 22um?) using 250nm devices. If 45nm
transistors could be used to control the memory even withattye voltages required, the
area in CMOS would still be arourt)um?.

The simulation results for writing and reading two locadn the memory can be seen
in Figure 15. This figure is very similar to what is shown in tiig 10 except that the clock
is about ten times slower for the 1 kbit memory than for the it@rtemory. This slow
down can actually be understood since the capacitance asdtk delay of the memory
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Fig. 16. Delay through 82 x 32 memory array as the current magnitude of the nitro devickesca

is increased with the size of the memory. Just as the delagases with increasing array
size, scaling the size of the nanowells leads to lower ctst@nough the individual molec-
ular devices and also increases delay. The plot in Figureo®6the delay of th&2 x 32
memory depends on the current magnitude through each niatedevice. The x-axis
lists a paramete$ C AL E which is used to scale the overall conductance of the maecul
device. The current through a nitro device with 1V applierbas it is about 205.7pA for
SCALE = 1, about 20.57pA foSCALE = 0.1, and so on. As can be seen in the plot,
the delay increases by a little more than a factor of 19@s\ L E decreases by the same
factor. Such large delays can be discouraging unless adbtars such as power are also

ACM Journal of Emerging Technologies in Computing Systevio,V, No. N, Month 20YY.



20 . Garrett S. Rose et al.

taken into consideration.

From the simulations of thg2 x 32 memory array, the average power for reading the
memory remained around 1.52mW when using the level shifiews in Fig. 7 to adjust
the rails of all input signals. Since the level shifters axperted to consume a lot of
static power (there always exists a path fréimp to ground), it is useful to determine the
power when they are not present. Without the level shiftacswith all inputs swinging
between-V,, and+V,,, the average power consumption was found to be abtytW
when the device on current at 1V was 205.7nA. Due to the snuaiknts through the
devices, one might expect this value to be smaller. Howelese values are reasonable
considering that the voltages driven across the array ftir baead and a write are on
the order of 1-2V as opposed to a few hundred millivolts faneamther technologies. As
was discussed in section 4, the voltage for a write must lgetahant;,gqi. in order to
write and for the nitro device (as well as many other molecelectronic devicesy;oggie
is about 2V. Furthermore, the read voltage is usually halfvbét is applied for a write
since this means fewer voltage supplies require distdbutiThe results also show that
the circuitry consuming most of the power is in the CMOS laged not at the nanoscale
where power is negligible in comparison. In fact, after gmimg the crossbar arrayithout
the CMOS circuitry, the average power consumption of the prgiwas found to be about
3uW. Based on these results it can be concluded that moledatdrenics can be used for
extremely low power memories but the design of any CMOS fater circuitry must take
care to operate at low power as well.

7. CONCLUSION

This work has identified specific merits and potential isswben using molecular elec-
tronic devices in a hybrid CMOS/Nano memory circuit. Desggriutions are described
which address discussed limitations from both the devickcieuit levels of abstraction.
Specifically, from the circuits perspective, it has beermghthat molecular devices can
be used to load addressed memory such that the CMOS inteldateonly with voltages

and not currents. Such a design choice leads to CMOS ciydhiit does not have to be
as sensitive as would be required to sense the small cufr&86pA) typical of molecular

electronics.

This work shows that, from the perspective of circuit opergtintegrating CMOS and
nanoelectronic devices on the same die is feasible. Impiidanote, however, is that as
the field of molecular electronics matures, device and titevel properties and potential
limitations (e.g., yields and parameter variations) wiicbme more fully characterized.
Future study will consist of including such characteriaa$i in the simulation of memory
circuits for accurately evaluating the effects of parasithoise, and parameter variations.
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